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= Koji Oyama [} https://www.linkedin.com/in/koji-oyama/
= Technical Consultant, Evangelist, Hardware/Software Engineer
"= Founder and CEO, Xcelux Design
= 10+ yrs engineer & 10+ yrs sales/marketing experience
= Love New Technology &

= Xcelux Design, Inc. www.xceluxdesign.com

= Technical Consulting Company t[
" Founded in October 2016 L
= Tokyo, Japan & San Jose, CA 7 xeelux"

= Targeting area: IP network infrastructure, Al interpretation
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Objectiv'e \ah\dﬁc‘iéi of this presentation Qgsuowmssm

= Target Audience : Beginners
= Broadcast engineers who are NOT familiar with IP network technology

= |T network engineers who WANT to know what else is necessary to learn for
MolP network design

= Objective / Goal of this presentation

= QObtain the basic knowledge that you need to design a MolP network
= 30 mins are not enough to learn whole things
= you can get hints for learning these technologies
= if you don’t know some key words, you can learn by googling them
= Based on network common technologies
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IP Network f) (1P sHowcase:

Physical (Layer 1)

= Qptical Fiber Cables or Copper Cables L7 | Application
= (QSFP28, QSFP+, SFP28, SFP+, RJ-45 L6 | Presentation
= Multi-mode (For SR: OMS3, ...), Single-mode (For LR: OS2, ...) L5 Session
= Optical Transceiver Modules
= Connectors: LC, MPO ... L4 Transport
= Direct Attach Cables (DAC) / Active Optical Cable (AOC) L3 Network
= Ethernet frame (Layer 2) L2 | Data link
= Hub/L2 switches : transfer data by destination MAC address within a same segment L1 Physical
= GbE: 1000BASE-TX, 10GbE: 10GBASE-SR/LR, 25GbE: 25GBASE-SR/LR, 0SI model

100GbE: 100GBASE-SR4/LR4/SR10/LR10

Internet Protocol = IP (Layer 3)
= Router/L3 switchers : transfer data by destination IP address btw different segments

TCP/UDP (Layer 4)
L[[ Usually use UDP for media and TCP for control

; . 4/27/2022 © 2022 Xcelux Design Inc. 5
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https://en.wikipedia.org/wiki/OSI_model

Media over bP 11,)

Se
= Video, audio, and meta data on IP protocols %@* DR

232.100.10.1 232.100.20.3  232.100.30.7 232.100.40.9

= Multicast for media and unicast for control
= |Pv4 multicast

= UDP size specified in SMPTE ST 2110-10 Multicast

= Receive media data using IGMP when you
want that data

= Based on the manner to send data when needed
for network paths that require transmission - (192.168.10.1,

232.100.10.1) (S,G) = (192.168.10.1,

232.100.10.1)
= |GMP v3 Request
uuuuuuuuuuuuuuuu Protocol Length Info TO JOI n
[ 75.27.932844 192.168.21.200 224.0.9.22 IGMPV3 66 Member Report / Join group 232.110.10.7 for e {192.168.10.200}..
367 147.945171  192.168.21.240 224.6.0.1 TGMPv3 60 Membe Query, general the grou p

374 1508.245274 192.168.21.200 224.0.0.22 IGMPv3 66 Membe Report / ] in group 232.118.18.7 for e {192.168.10.200}...
0623 274.567850 192.168.21.200 224.0.0.22 IGMPvV3 66 Memb rece Ive r C

ip
ip
ip
619 272.992702 192.168.21.240 224.0.0.1 IGMPv3 60 Membe ip Query, general
ip
692 299.371722 192.168.21.200 224.0.0.1 IGMPv3 56 Membe ip Query, general receiver B
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MolP Network
(media plane)

’_ﬁ L2/L3 NW Switch
|
|

(S,G) =(192.168.30.7,
232.100.30.7)

PIM-SSM &)

IGMP v3

Report / J n group 232.116.18.7 for e {192.168.10.200}.. reCE|Ver A



Media over P (2 L)

= JT-NM TR-1001-1:2020

= http://www.ipshowcase.org/wp-

content/uploads/2019/05/1030-Koji-Oyama- Broadcast
Controller

20190409 IPShowcase-NAB19 M3L-CurrentStatus-
ST2110-over-25GbE v100.pdf

= Media Node Requirements

= Comply with SMPTE ST 2110 & ST 2059

= |mplement SMPTE ST 2022-7:2018

=  Expose NMOS IS-04/05 entries

=  Implement AMWA BCP-002-01

=  |mplement AMWA NMOS IS-08

= Utilize IPv4 Multicast addressing for streams

= Utilize DHCP ‘

= Store current operating settings _,/

=  Store System ID and DHCP-assigned address, and check at re-
start

=  Support the entire range of multicast addresses from
224.0.2.0 through 239.255.255.255.

/L
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Figure 1 — Abstract Network Environment Diagram
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MolP Net\\/VO\r@g\aiﬂp\e .. QBSHOWCASE’"

= Production for Video, Grandmaster Grandmaster
Audio, Inter-comm
L3 NW Switch L3 NW Switch Media PI
m Spine_Leaf NW \ / eaia Plane
switches / \ \/ A
=  Non-blocking —
ST 2059 pTP L2/L3 NW Switch L2/L3 NW Switch L2/L3 NW Switch|  |L2/L3 NW Switch
= Boundary clock )>)7/ / \ \ /
= BMCA
. F oReC |
= Redundant (ST 2022-7) audio
= Separated media and O |
control plane \
" Logically / Physically L2/L3 NW Switch L2/L3 NW Switch Control Plane

4/27/2022 © 2022 Xcelux Design Inc. 8
;Xcelux 127/ g



Netvvork Li/L?)/S‘MV)tCheS | QBSHOWCASE’"

More functionality: L2 <& L3/L2
=  High performance: Non-blocking

= Configurable: Unmanaged < Managed Needs to be
= Resource Sharable: VLAN, VRF CONFIGURED

more

= Redundant Power
= Speed: GbE <~ GbE, 10GbE, 25GbE, 40GbE, 100GbE
= Cable: CAT5e/6 Copper Cable <> Optical Cable

L2 Switch T
(Ethernet Hub) ' &F

B .

¥

Data Center Use

L[[ Home Use
77; Xcelux 4/27/2022 © 2022 Xcelux Design Inc. 9
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MolP Network/D;e\sign Flow

Not only physical but
also logical design is
necessary

Bottom-up design
while verifying the
feasibility of a specific
functionality
w/minimal network
configuration is likely
to result in faster
design / verification
convergence.

/4
777)(&,{ 4/27/2022

Physical Network Design

List all media and control equipment

L

Count physical ports of equipment

(1P sHowcase:

Logical Network Design

List all media and control sessions

v

Calculate max bandwidth of each

to be connected

v

Calculate bandwidth of each ports

: L 4 A 4

sessions

Select network switches

assign IP addresses for each sessions
and multicast groups

¥

Check behavior using « > refine the abstract design
actual network with the > (logical architecture, isolation, fault tolerance)
minimum configuration v L4
: —>
Documentation |__
v 4 configure switches

Revise / Modify the specification |[¢=——

Review

1
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Verification (normal/abnormal)
v 10
Finish




Configure Network Switches SHOWCASE

A .

interface Vlan123 #E

ip address 192.168.123.254/24 x Interface Ethernet configuration
!

: interface ethernet 1/1 speed 108G force

. I I I e ‘ O I I I I I l a I I d S to mte"?m Vlan13@ test interface ethernet 1/2 speed 106 force
VT ssm-mapping-tes interface ethernet 1/1 switchport mode trunk
ip address 10.130.186.20/16

im ipvd d interface ethernet 1/2 switchport mode trunk
pim ipv4 sparse-mode

interface ethernet 1/19 switchport mode trunk

° ° ! # Auto-generated by NVUE! interface ethernet 1/20 switchport mode trunk
ip routing # Any local modifications will prevent NVUE from re-generating this file. interface ethernet 1/21 shutdown
no ip routing vrf management # mdSsum: bd2eddcel7ed | interface ethernet 1/22 shutdown
ip routing vrf ssm-mapping-test # This file describes the network interfaces available on your system
| # and how to activate them. For more information, see interfaces(5).

VLAN configuration

° ° monitor session Mon51TxRx source Ethernet5l

I e r e e n I n O n t e monitor session Mon51TxRx destination Ethernet2 source /etc/network/interfaces.d/*.intf 1an 16
monitor session Mon53TxRx source Ethernet53 :1:: 1
monitor session Mon53TxRx destination Ethernet4 auto lo

vlan 11@
vlan 111

1
. ip route wrf ssm-mapping-test 10.120.100.8/24 10.130.100.60 auto mgnt interface ethernet 1/1 switchport trunk allowed-vlan none
SW | C Ve n O rs a n e ! B e Interfoce ethemet 1/2 suitchport trunk alloued vian none
ntp server ntp.nict.jp address 127.0.9.1/8 interface ethernet 1/19 suitchport trunk allowed-vlan none
| address 117128 interface ethernet 1/20 switchport trunk allowed-vlan none
. router multicast nftoble ants interface ethernet 1/1 switchport trunk allowed-vlan add 10
ipvd interface ethernet 1/1 switchport trunk allowed-vlan remove 1
routing to othe interface ethernet 1/2 switchport trunk allowed-vlan add 11
. e othe interface ethernet 1/2 switchport trunk allowed-vlan remove 1

N B interface ethernet 1/19 switchport trunk allowed-vlan add 111
vrf ssm-mapping-test address 192.168.123.61/24

¥

iface lo inet loopback

interface ethernet 1/19 switchport trunk allowed-vlan add 118
ipvd gateway 192.168.123.1
routing ip-foruard off e
! ip6-forward off ## STP configuration
router pim sparse-mode vrf mgmt #H
ipva spanning-tree mode rpvst

rp address 1@.120.18@.254
1 HE

vrf ssm-mapping-test x L3 configuration
. U S e L I O r U I to tovd vrf definition Groupl®
fast-reroute testl vrf definition Group2d
f. .t I l

" via ethernet interface
or serial interface

I Adn Al i il Pty
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Essential NetworkiTechnologies (1P sHowcase

Ve

= VLAN
= VRF

= Multicast routing
= PIM
= |IGMP

= OSPF
" LAG/LACP
" VRRP
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VLAN (Virtual Logal Area Network) ~ (IPsowease

= https://en.wikipedia.org/wiki/Virtual LAN
= |tis atechnology to set virtual groups of devices and operate each as if they were one LAN
= |tis any broadcast domain that is partitioned and isolated in a network

= Use for Media Plane or Control Plane, Layer 2

AP 2 B AN AN
= Port VLAN, Tag VLAN (IEEE802.1Q) F & S
G I A A S
NN AN AN
192.168.100.2 192.168.200.12
192.168.100.1 192.168.100.3 192.168.200.11 192.168.200.13 I I I I
I I I I I I Gl G’ | L2 NW Switch
i i JYY
L2 NW SWItCh L2 NW SWItCh Logically partitioned VLAN100 €=
and isolated trunk VLAN200
Segment Physically partitioned Segment (Physically resource ¥
=192.168.100.0/24 and isolated = 192.168.200.0/24 shared) A4
_a _i L2 NW Switch
L2 NW Switch L2 NW Switch I I I I I I
* H O > & b
I I I I I I & & & QQ"\’ QQ"\/ QQ"\'
192.168.100.4 192.168.100.6 192.168.200.14 192.168.200.16 ‘g,? <g7 (3,7' (g;-” ng'-” ‘go.%
192.168.100.5 192.168.200.15 WA Y NN
0 ) ) '3)’\/ @’\/ 'S)’\z

/L :
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https://en.wikipedia.org/wiki/Virtual_LAN
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= https://en.wikipedia.org/wiki/Virtual routing and forwarding
= |t allows you to configure multiple virtual routers in one router.

= |t allows multiple instances of a routing table to co-exist within the same router at
the same time

= Use for Media Plane, Layer 3

o L © N
TS D
10.1.20.2/16 10.2.20.12/16 SIS RS
10.1.10.1/16 viAN120 10.1.30.3/16 VLAN220 Y NN
VLAN110 VLAN130 10.2.10.11/16 10.2.30.13/16 9 NS
I VLAN210 I I VLAN230
. . ﬁ L3 NW Switch
L3 NW Switch L3 NW Switch « aw
10.1.0.12/16 10.2.0.12/16 VLAN100 @=p-
Physically partitioned Logically partitioned
VLAN100 VLAN200
i i VLAN200 <=
10.1.0.21/16 and isolated 10.2.0.21/16 and isolated
L3 NW Switch L3 NW Switch 9 &9 | L3 NW Switch
10.1.40.4/16 10.1.60.6/16 10.2.40.14/16 10.2.60.16/16 RIS © 0 0
VLAN140 10.1.50.5/16 VLAN160 VLAN240 10.2.50.15/16 VLAN260 SRS WO o
z SIS N
[[ VLAN150 VLAN250 RV IS
. Yo7 VNV
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https://en.wikipedia.org/wiki/Virtual_routing_and_forwarding

Multicast routing (1P sHowcase

= https://en.wikipedia.org/wiki/Multicast routing O
"= a method of transmitting to all subscribers 0—/§ O
registered in a group by one transmission o O

= Use for Media Plane
= Multicast protocols: PIM, Multicast BGP, ...

Unicast (one-to-one) Broadcast (one-to-all)

O O o
O O
O .—\) 0O
O
Multicast (one-to-many) Anycast

(one-to-one-of-many)

7![[
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https://en.wikipedia.org/wiki/Multicast_routing

Multicastrouting:

.

PII\/I(Proto;,\:OHer‘epend.ent Multicast

) QBSHOWCASE‘"

= https://en.wikipedia.org/wiki/Protocol Independent Multicast

= One of multicast routing protocol

= P|M does not include its own topology discovery mechanism = Protocol Independent

= Use for Media Plane

= 4 variants: PIM-SM, PIM-DM, Bidir-PIM, PIM-SSM

&

Video ?erver

Router 1

Multicast Router

l UDP / RTP I

Multicast Traffic

Sz N]
5) S
5 L2 Switch with Q >

Local Multicast Router IGMP Sl,nooping Video (flient

| | | . |
[¢—PIM—— ¢———IGMP——— - ¢——IGMP—,
| | |
I >I
U o

s

/4
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https://en.wikipedia.org/wiki/Protocol_Independent_Multicast

Multicast routing: |

) QBSHOWCASE’"

|GMP (Intem\‘e%GﬁSGp Management Protocol

= https://en.wikipedia.org/wiki/Internet Group Management Protocol

" |tis a communications protocol used by hosts (receivers) and adjacent routers on |IPv4

networks to establish multicast group memberships
= |t allows the network to direct multicast transmissions only to hosts that have requested them

= Use for Media Plane

IGMPv3 - Joining a Group IGMPv3 - Changing a Group

Recewer 2
Ethl:10.1.1: 2.,
L 1 also want | Source
FE AR 192 168.1.2
from source -'_I |

T, I 182 168.1.1
Vo
N Fi::ﬁ';&lr |1 1 i' - pod ey Horomer
- =7 . . - L=> EShOC101.1.1 23112 g
o z;::l:tll ___________ - i = o) |g11:u;1 / _ o - —
7 from source @ @ <, A1 Eﬁ
£ from source
r.>_|:1nz.1as.1.1 ..... '--...._ ............ p— {EIP1BE.15-'B.1.2 -------- P | —— » .
- e ‘ T
First-hop router receives B2.168.1.1 J 162 168.1.1
IGMIF Membership Regart ALL FGMPYY repons (mo IGMP Change Stute
INCLUDE: grp 234.1.1.2, sic 192.168.1.2

Reguesied Group: 234.1.1.1 report suppressicn) i
Group Source: 192.168.1.1 EXCLUDE gmp 234111 src 1452 168,11
Sounce [P 100111

CIHY

Diastimation IP: 224.0.0.22
MO -PRC T

These diagrams are quoted from https://mrncciew.com/2012/12/25/igmp-basics/

/L
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https://en.wikipedia.org/wiki/Internet_Group_Management_Protocol
https://mrncciew.com/2012/12/25/igmp-basics/

OSPF (Open Sho g_fﬁst Path Fi.r'st) QgsnowcAsE"

= https://en.wikipedia.org/wiki/Open Shortest Path First

= |tis one of routing protocols for IP networks

= |t gathers link state information from available routers and constructs a topology map of the
network

" You don’t need to make a routing table manually, OSFP does automatically
= But you have to consider how a routing table changes when one of switches accidentally stops

= Use for Media Plane or Control Plane

9 >
‘]6\
CE"J
<0

VLAN120 <5

VLAN130 Media Node
192.168.130.2/24

VLAN100

<9 OSPF
65
Q ) \{90

192.168.130.0/24
- 192.168.130.254

(@

192.168.130.0/24
- 192.168.110.253

192.168.130.0/24
- 192.168.120.253

a

/L
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https://en.wikipedia.org/wiki/Open_Shortest_Path_First

LAG (Link"Aggregation Group) (IPswowesse
)

/ LACP (LinkA‘ggre’g)étion Contrel Protocol

= https://en.wikipedia.org/wiki/Link aggregation
= |tis the combining (aggregating) of multiple network connections in parallel by
any of several methods

= |mplementation for Ethernet = LACP
1. Maximum number of bundled ports allowed in the port channel: Valid values are usually from 1 to 8.
2. LACP packets are sent with multicast group MAC address 01:80:C2:00:00:02
3. During LACP detection period
. LACP packets are transmitted every second
. Keep-alive mechanism for link member: (default: slow = 30s, fast=1s)
4, Selectable load-balancing mode is available in some implementations
5. LACP mode :
. Active: Enables LACP unconditionally.
. Passive: Enables LACP only when an LACP device is detected. (This is the default stateControl Plane

= MLAG: Multi-chassis Link Aggregation Group

= https://en.wikipedia.org/wiki/Multi-chassis link aggregation group
= |tis atype of LAG with constituent ports that terminate on separate chassis

= Use for Control Plane

This diagram is quoted from
https://docs.nvidia.com/networking/displa

‘[[ y/ONYXv381174/MLAG
. 4/27/2022 © 2022 Xcelux Design Inc. 19
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https://en.wikipedia.org/wiki/Link_aggregation
https://en.wikipedia.org/wiki/Multi-chassis_link_aggregation_group
https://docs.nvidia.com/networking/display/ONYXv381174/MLAG

.

= https://en.wikipedia.org/wiki/Virtual Router Redundancy Protocol
" |t provides for automatic assignment of available IP routers to participating hosts
" |ncrease the availability and reliability of the network

SERVER B

= Use for Control Plane 10.10.10.3/24

DG =10.10.10.1

https://www.globalknowledge.com/us-en/resources/resource-

Core Network § library/articles/hot-standby-router-protocol-vs-virtual-router-

\\ redundancy-protocol-what-s-the-difference/#gref

] ___'"\_\_ / \\\

\_:—}/ This diagram is quoted from
/
yd

DSW 2
[—_ VRRPHELLOs _— 7 ™~
intvlan2 ™| "~ " L-intvlan2
MASTER . | e - o e BACKUP

ASW 1
(config)#intvlan2 |\.f|ar12 (configl# intvlan2
(config-ifj# ipaddress 10.2.2.1 255.255.255.0 (config-if}#ipaddress 10.2.2.2 255.255.255.0
(config-ifj# vrrp 2ip 10.2.2.254 | (config-if}# vrrp 2 ip10.2.2.254
(config-if)# vrrp 2 priority 110 (config-if}# vrrp 2 priority 50

PCA
10.2.2.99 /24

‘[[ DG=10.2.2.254
; . 4/27/2022 © 2022 Xcelux Design Inc. 20
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https://en.wikipedia.org/wiki/Virtual_Router_Redundancy_Protocol
https://www.globalknowledge.com/us-en/resources/resource-library/articles/hot-standby-router-protocol-vs-virtual-router-redundancy-protocol-what-s-the-difference/#gref

Conclusion | IPSHOWCASE'"

= How many key words did you know?

/
S )
= SDN controller can configure NW switches Checklist
= But, if you don’t know these fundamental technologies, you never VLAN
analyze any issues when your system don’t work what you expect VRF
Multicast routing
_ _ Y
= Next step: Hopefully in IBC this September [ Gvp
= Design Cases ] ospr
= Verification ] LaG/LAcP
= Network Issues ] vRrRrP
& y

Debugging etc ...

/L
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Questions

= Feel free to email me ©
= koji@xceluxdesign.com

= |f you would like to communicate other network engineers for a
MolP design, | will invite you to the slack channel “MolP Square”
= QObjective: J)
= help each others q : SIOCk

= free, no obligations, volunteer-based, respect each others, use English only please

= exchange information, ask a question, ask a help, advise someone according to your
experience

= You need to be a slack paid user because it is a slack connect channel
= https://slack.com/resources/using-slack/getting-started-with-slack-connect

/4
777)(&,( 4/27/2022
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1:24 =

#moip_square_for_netwo...

< 1 member » ga
#moip_square_for_network_e
ngineers<
You created this channel today. This is the very
beginning of the

#moip_square_for_network_engineers
channel.

Channel Description: Objective: help each
others

Policy: free, no obligations, volunteer-based,
respect each other, use English only please

What you can do:

1). exchange information

2). ask a question, ask a help

e according to your

2 &

Add description Add people

= OTARITEC can vie wi this channel

+ Message #moip_square_for_netw... &

g & @ Q @
DMs Mentions Search You

Home:

22
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Thank You!

Koji Oyama, Xcelux Design Inc.
koji@xceluxdesign.com +81-90-1127-2023 / (408) 714-8808
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